A predictive data mining model can be selected based on how well the model meets an objective function. In certain implementations genetic algorithms can be used to search a space of predictive data mining model building parameters to determine an optimal predictive data mining model based on a score function corresponding to, for example, the accuracy of the selected predictive data mining model.
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AUTOMATED PREDICTIVE DATA MINING
MODEL SELECTION USING A GENETIC
ALGORITHM

BACKGROUND
Predictive data mining modeling techniques generally include building a classification or regression model that can accurately predict values by observing the values of input attributes. Finding an optimal algorithm and its control parameters for building a predictive data mining model is difficult for various reasons. For example, there are many possible classification algorithms and associated control parameters. Also, it is very time consuming to build a model for datasets containing a large number of records and attributes. These two reasons, among various others, make it impractical to find an optimal model by enumerating through a large number of algorithms and their possible control parameters. Thus, there remains room for improvement in current predictive data mining modeling techniques.

SUMMARY
A variety of techniques can be used for automated predictive data mining model selection. Automated techniques can make the technologies available to more users without need for expertise in the field of predictive data mining models. As described herein, a variety of other features and advantages can be incorporated into the technologies as desired. The foregoing and other features and advantages will become more apparent from the following detailed description of disclosed embodiments, which proceeds with reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE FIGURES
FIG. 1 is a block diagram of an exemplary automated predictive data mining model selection system.
FIG. 2 is a flowchart of an exemplary method of selecting a predictive data mining model by software.
FIG. 3 is a flowchart of an exemplary method of selecting a predictive data mining model by software via repeated transformation of a test of templates.
FIG. 4 is a block diagram of an exemplary predictive data mining model.
FIG. 5 is a flowchart of an exemplary method of generating a prediction with a predictive data mining model.
FIG. 6 is a block diagram of an exemplary predictive data mining model building system.
FIG. 7 is a flowchart of an exemplary method of building a predictive data mining model via a template.
FIG. 8 is a block diagram of an exemplary predictive data mining model templates.
FIG. 9 is a flowchart of an exemplary method of storing characteristics of a predictive data mining model.
FIG. 10 is a block diagram of an exemplary transformation of a set of predictive data mining model templates.
FIG. 11 is a flowchart of an exemplary method of transforming a set of predictive data mining model templates.
FIG. 12 is a detailed block diagram of the exemplary predictive mining modeling system of FIG. 1.
FIG. 13 is a flowchart of an exemplary method of predictive data mining modeling that can be implemented, for example, in a system such as that shown in FIG. 1 and FIG. 12.
FIG. 14 is a diagram of an exemplary decision tree built using a J48 learning scheme with the value of a binary split control parameter set to false.

FIG. 15 is a diagram of an exemplary decision tree built using a J48 learning scheme with the value of a binary split control parameter set to true.
FIG. 16 is a diagram of an exemplary digital chromosome.
FIG. 17 is a diagram of an exemplary mapping of a ten-bit chromosome into a predictive data mining model template.
FIG. 18 is a diagram of an exemplary application of crossover and mutation functions to a population of chromosomes.
FIG. 19 is a block diagram of an exemplary suitable computing environment for implementing any of the technologies described herein.

DETAILED DESCRIPTION

Example 1
Exemplary System Employing a Combination of the Technologies
FIG. 1 is a block diagram of an exemplary predictive data mining model selection system 110. The system 100 and variants of it can be used to perform any of the methods described herein.
In the example, an historical dataset 102 and an objective function 106 are received by (e.g., provided as inputs to) a predictive data mining model selection module 108. The predictive data mining model selection module 108 builds and analyzes a plurality of predictive data mining models. Such models can be chosen for evaluation by software as described herein. The predictive data mining model selection module 108 also outputs an indication of a selected predictive data mining model 120.
In practice, the system 100 can be more complicated, with additional inputs, outputs, and the like.

Example 2
Exemplary Method of Predictive Data Mining Modeling
FIG. 2 is a flowchart 200 of an exemplary method of selecting a predictive data mining model by software and can be used in any of the examples herein.
At 210, an historical dataset is received. At 220, an objective function is received.
At 230, a plurality of predictive data mining models are built as indicated by software. The software can indicate (e.g., choose) which predictive data mining models are to be built.
At 240, an indication of the best model, as measured by the objective function, can be stored. In this way, the selected (e.g., optimal) predictive data mining model can be indicated by the software.

Example 3
Exemplary Template Transformation
FIG. 3 is a flowchart of an exemplary method 300 of selecting a predictive data mining model by software via repeated transformation of a test of templates.
At 310, a set of candidate predictive data mining model templates is received.
At 320, 330, and 340, the set of candidate predictive data mining model templates are repeatedly transformed. Transforming can comprise building predictive data mining models based on templates in the set and historical data at 320, scoring the predictive data mining models based on test data
and an objective function at 330, and choosing, by software, based on the scoring, additional candidate predictive data mining model templates for inclusion in the set based on scoring results at 340. As described herein, transformation can be achieved via application of a genetic algorithm.

At 350, additional models based on the additional templates can be built and scored.

At 360, an indication of the best model (e.g., a built and scored model best meeting the objective function) can be stored. The indication can indicate the template or the model itself.

Example 4

Exemplary Predictive Data Mining Model

FIG. 4 is a block diagram of an exemplary predictive data mining model 420 that can be used in any of the examples herein. In the example, the model 420 accepts a plurality of inputs (e.g., IN1, IN2, IN3) and generates an output (e.g., OUT1). The predictive data mining model 420 can take any of a variety of forms and can be built by any of a variety of learning methods. Various possible forms and learning methods are described herein. Further, various parameters can be modified for the model 420 before, during, or after construction.

The model 420 can be implemented as a classifier (e.g., outputting a classification), a regression model (e.g., outputting a value, such as a continuous variable), or the like.

As described herein, the model 420 can be constructed with historical data and then asked to provide a prediction for new data. Inputs (e.g., sometimes called independent variables, predictors, or the like), are used by the model 420 to derive an output. Sometimes the output is called the "target" or "class" variable.

Example 5

Exemplary Prediction Method

FIG. 5 is a flowchart of an exemplary method 500 of generating a prediction with a predictive data mining model, such as that shown in FIG. 4. At 510, inputs are received. At 520, a prediction is output based on the inputs. The prediction can be generated in light of historical data by which the model has learned how to predict an appropriate output value.

Example 6

Exemplary Predictive Data Mining Model Building System

FIG. 6 is a block diagram of an exemplary predictive data mining model building system 600. In the example, a predictive data mining model builder 630 uses the historical data 610 and the predictive data mining model template 620 to build a predictive data mining model 640.

The template 620 can indicate the characteristics of the model before it is built, and the historical data 610 can be used to build (e.g., train, etc.) the model 640.

As described herein, the model 640 can then be scored to determine how well it meets an objective function.

Example 7

Exemplary Method of Building a Predictive Data Mining Model

FIG. 7 is a flowchart of an exemplary method 700 of building a predictive data mining model via a template. At 710, historical data is received. At 720, a predictive data mining model template is received.

At 730, a model is built based on the historical data and the template.

Example 8

Exemplary Predictive Data Mining Model Template

FIG. 8 is a block diagram of an exemplary predictive data mining model template 820 and can be used in any of the examples herein to represent characteristics of a predictive data mining model (e.g., before it is built with historical data).

Exemplary characteristics that can be stored (e.g., represented) by the template 820 include an indication of model type 830 (e.g., classifier type or the like) and parameters 840 (e.g., parameters appropriate for the indicated model type). An indication of a learning scheme can also be stored. Parameters can include control options or tuning parameters that determine how the resulting model will be built, how the resulting model will process input, and the like.

The template can represent characteristics of predictive data mining model by indicating one out of a plurality of characteristic values for a plurality of characteristic types. In practice, such values can be selected from a set of options (e.g., various learning schemes, TRUE/FALSE values, or the like), listed as scalars, or otherwise indicated.

As described herein, the characteristics can be indicated via a stored digital chromosome to facilitate processing by a genetic algorithm technique. Thus, the template itself can take the form of a stored digital chromosome. A model builder can interpret the characteristics to build a model as appropriate, based on the characteristics indicated by the template.

Example 9

Exemplary Storage of Model Characteristics

FIG. 9 is a flowchart of an exemplary method of storing characteristics of a predictive data mining model and can be achieved via the template mechanism described herein.

At 900, a model type for the model to be built is stored. For example, a classifier type can be stored.

At 910, one or more parameters for the model are stored.

The parameters can control how the model is built, how it accepts inputs, and the like.

Example 10

Exemplary Transformation of a Set of Predictive Data Mining Model Templates

FIG. 10 is a block diagram of an exemplary transformation of a set of predictive data mining model templates. In the example, a set 1020 of templates (e.g., 1020A-N) are transformed into a resulting set 1030 of templates (e.g., 1030A-M) by a transformation function 1050.
A shown, it is possible that some templates pass through the transformation unchanged. Other templates may be removed during the transformation. One or more new templates can be added.

As described herein, a genetic algorithm can be used to implement the transformation function 1050, in light of how well models built for the templates in the source set 1020 meet an objective function.

Example 11

Exemplary Method of Transforming a Set of Predictive Data Mining Model Templates

FIG. 11 is a flowchart of an exemplary method 1100 of transforming a set of predictive data mining model templates. At 1100, the current (e.g., source) set of templates is stored. At 1120, the current set is transformed based on scoring of models built for the respective templates.

Transformation can include building predictive data mining models based on templates in the set of templates and historical data, scoring the predictive data mining models based on test data and an objective function, and choosing, by software, based on the scoring, additional candidate predictive data mining model templates for inclusion in the set based on scoring results. Additional predictive models can be built and scored based on the additional candidate predictive data mining model templates.

Example 12

Exemplary Modeling System in Greater Detail

FIG. 12 is a block diagram showing the exemplary predictive data mining modeling system 100 of FIG. 1 in greater detail. In the example, the predictive data mining modeling system 1200 has three inputs: an historical dataset 1202, a possible predictive data mining model templates 1204, and at least one objective function 1206. In practice, the possible data mining model templates 1204 can be represented as logic (e.g., within the model building module), and so need not be a separate input. Or, an initial set of templates (e.g., an initial seed set) that is a subset of the possible templates can be used as input.

In the example, the three inputs 1202, 1204, 1206, as well as a test dataset 1208, are provided to a predictive data mining model selection module 1210.

In the example, a predictive data mining model building module 1214 builds a plurality of predictive data mining models based at least in part on the historical dataset 1202 and the predictive data mining model templates.

In the example, a predictive data mining model scoring module 1216 receives a test dataset 1208, applies the test dataset 1208 to the plurality of predictive data mining models, and scores the plurality of predictive data mining models based on the application of the test dataset 1208 to the plurality of predictive data mining models (e.g., in light of the objective function 1206).

In the example, an additional predictive data mining model template chooser module 1218 repeatedly chooses additional templates from the set of possible predictive data mining model templates 1204. Choosing can be based on scoring of models built from the respective templates. Additional predictive data mining models can be built and scored based on the additional templates. After stopping criteria are met (e.g., after a certain number of iterations or after a certain fitness threshold has been met), the predictive data mining model selection module 1210 that selects a predictive data mining model 1220 from the plurality of predictive data mining models based at least in part on the scoring performed by the predictive data mining model scoring module 1216. An indication of the model best meeting the objective function can be stored.

In practice, the system 1200 can be more complicated, with additional inputs, outputs, and the like.

Example 13

Exemplary Optimal Model

Although the term “optimal” is sometimes used to indicate the selected model, “optimal” need not be the best possible model. It is often impossible to build and score every possible model so the best out of those scored is selected and is sometimes called “optimal.”

Example 14

Exemplary Method of Predictive Data Mining Modeling

FIG. 13 is a flowchart of an exemplary method 1300 of predictive data mining modeling. At 1302, a historical dataset, a set of predictive data mining model templates, and an objective function are provided as inputs.

At 1306, predictive data mining models are built based at least in part on the inputted historical dataset, set of predictive data mining model templates, and objective function.

At 1308, the predictive data mining models are scored based at least in part on application of an inputted test dataset to the predictive data mining models.

At 1310, additional predictive data mining model templates for inclusion in the set of predictive data mining model templates are chosen.

The method can repeatedly performing transformation of the set of templates by performing the building, scoring, and choosing of additional templates. The additional templates can also be built and scored.

At 1312, an indication of a predictive data mining model selected based on the scoring (e.g., best meeting the objective function) is stored.

The described actions can be performed by a predictive data mining modeling system, such as that shown in FIG. 1 and FIG. 12.

Example 15

Exemplary Predictive Data Mining Modeling

Predictive modeling is one of the most-used data mining technologies and has been applied to many engineering and scientific disciplines. A typical objective of predictive data mining modeling is to build a predictive mining model from historical data by, for example, assigning records into different classes or categories based on their attributes. A predictive mining model can be built (e.g., learns) using the historical data, the model is then used to predict membership of new records. One of the fields in the historical data can be designated as the target or class variable, while the other fields in the dataset can be referred to as independent variables (e.g., inputs or predictors).

Two techniques within predictive data mining modeling are regression and classification. The usage of these two
techniques generally depends on whether the target variable is continuous or categorical. If the target variable is categorical, then the predictive data mining modeling technique to use is classification and, if the target variable is continuous, then the most well suited form of predictive data mining modeling technique is often regression.

There are several methods that can fall under the group of regression modeling algorithms. For example, linear regression typically fits a linear equation to a set of observed data values, whereas nonlinear regression typically extends linear regression to fit nonlinear equations. Logistic and exponential regression modeling generally attempts to fit logistic function and exponential functions respectively. Similarly, there are several methods that can fall under the group of classification modeling algorithms. The range of classification methods can include decision trees, neural networks, support-vector machines, Bayes methods, lazy learning techniques, and nearest neighbor approach, for example.

In certain implementations, a decision tree is the preferred technique for predictive data mining modeling. Some of the representative algorithms that can be used to build decision trees include ID3, C4.5, C5.0, SLIQ, CART (Classification and Regression Trees), and CHAID (Chi-square Automatic Interaction Detector). Each of these algorithms can have several tuning parameters that can be varied. For example, the J48 algorithm, which is provided in the popular open source machine learning tool Weka for generating an un-pruned or a pruned C4.5 decision tree, can have many tuning parameters. A user can set the value of a parameter called binary splits to true or false. Similarly, the user can set values for other tuning parameters such as the usage of the Laplace option or sub-tree raising.

**Example 16**

Exemplary Predictive Data Mining Modeling Algorithms

The various algorithms that can be used to build predictive data mining models, combined with their respective tuning parameters, can result in a very large number of ways in which a model can be built. Applying different algorithms and their tuning parameters will typically result in a large number of potentially different models having potentially different predictive accuracy, precision, and size.

FIGS. 14 and 15 illustrate two different models 1400, 1500 that can be obtained by applying the J48 algorithm implemented in Weka. For the models 1400, 1500 shown in FIGS. 14 and 15, the training data is the same, and the values of all tuning parameters are the same except for the parameter binary split. For the model 1400 in FIG. 14, the value of the binary split parameter is set to false, and for the model 1500 in FIG. 15, the value of the binary split parameter is set to true. When the same test data are applied to both models 1400, 1500, the accuracy results are different.

Since the performance of an algorithm generally depends critically on the dataset, it is important to find an appropriate algorithm for a particular dataset. A fundamental and difficult question in machine learning is determining which learning algorithm will produce more accurate classifiers for a particular dataset and domain. The historical data or the input data used to build a model is typically referred to as the training set and in commercial data mining projects it is common to have the size of a training dataset in the order of millions (e.g., of cases or records). The time required to build a predictive data mining model (e.g., for example a decision tree model or a neural network model) increases with the increase in the number of training examples and the number of attributes in each record. For instance, depending on the computational resources it can take several hours to even days to build a predictive data mining model from a training dataset that contains millions of records where each record contains few hundred attributes.

**Example 17**

Exemplary Predictive Data Mining Model Building

In certain implementations, the process of building a predictive model is an iterative process in which different mining methods are tried and their control parameters are fine tuned to build several models. Various models obtained are evaluated by comparing them on the basis of a user-defined objective function.

There are many factors to be considered in deciding whether a model is appropriate to be deployed in an application. One of the parameters used to judge the quality of a model is the classification error which signifies the accuracy of a model in assigning class labels to new classes. Other criteria can include the size of the model (e.g., the depth of a decision tree and the number of nodes in the tree) and the misdetection rate for each of the target categories. Two models can have the same overall accuracy but may differ in their accuracy rates for individual categories.

The appropriate model to choose often depends on the nature of the problem at hand. All misclassification and/or errors may not be equally serious. For example, consider a situation in which a model is built for predicting presence of a heart disease in a patient based on his sugar level, ages genders blood pressure etc. An error committed in diagnosing a patient as healthy when the patient is in fact suffering from life-threatening heart disease (thus falsely classified as negative) is generally considered more serious than another type of error where a patient is diagnosed as suffering from a heart disease when the patient is in fact healthy (thus falsely classified as positive). If a choice is to be made between two models having the same overall error rate, the model with a lower error rate for false negative decisions may desirably be preferred to classify patients as ill or healthy. Thus, distinguishing among error types can be very important so several models can be built to decide which one is best suited.

**Example 18**

Exemplary Advantages

There are at least two problems that can make it computationally expensive to find optimal predictive model building parameters without using the techniques described herein. One problem is that the number of model building parameters is typically very large. The large number of parameters can make an exhaustive search infeasible. Another problem is that building a single model itself can consume a substantial amount of time in cases where the dataset contains a huge number of records and attributes.

**Example 19**

Exemplary Techniques

When enumeration over the entire space of solutions is not possible, heuristics like genetic algorithms and tabu search can be used to find a good solution which may not be the best solution by sacrificing completeness in return of efficiency.
Metaheuristic search algorithms such as genetic algorithms can be applied to search the space of predictive model building parameters.

The innovative technologies described herein can serve as a useful technique to find a good predictive model in a reasonable amount of time. Performance of a genetic algorithm can be measured by recording the percentage of solution space explored and the quality of the solution found.

Example 20

Exemplary Genetic Algorithms

Genetic algorithms are generally adaptive heuristic search algorithms. In certain embodiments, the problem of finding optimal predictive model building parameters can be formulated as an optimization problem. Genetic algorithms can be applied to the problem of finding optimal predictive model building parameters.

Genetic algorithms are less susceptible to getting stuck at local optima than gradient search methods. Genetic algorithms have been shown to perform well in searching through a huge number of possibilities in a search space whose structure is not well known. To carry out search by means of metaheuristic techniques such as genetic algorithms, several elements of the problem and search strategy can be defined, such as a model of the problem and a representation of possible solutions, transformation operators that are capable of changing an existing solution into an alternative solution, and a strategy for searching the space of possible solutions using the representation and transformation operators. Genetic algorithms can be used to explore the space of predictive model building parameters with the objective of finding a learning scheme and its control options that maximize the overall accuracy of the classifier. Components of genetic algorithm applications can include evaluation, selection, crossover, and mutation.

In certain implementations, genetic algorithms can be used as a component of an optimization tool that can interface with a user. In the example, the user need only specify the input data and an objective function to evaluate predictive data mining models to find an appropriate model based on the information provided by the user.

In the example, finding a suitable algorithm and fine tuning its control parameter can be done by search techniques (e.g., genetic algorithms) and not by the user. This desirably relieves the user from needing to have an in-depth knowledge of all the available algorithms. Also, a brute force approach of enumerating over all the possible models is usually not possible because the number of possible models is very large and because it is also very time consuming to build each model.

Tools and techniques for applying genetic algorithms as an optimization tool for finding an accuracy-maximizing predictive data mining model are described herein. Genetic algorithms typically provide a good approximation technique to solve an optimization problem of finding the best learning scheme and its control options for performing predictive data mining. Such tools and techniques can be used to find good models in situations where it is computationally expensive to enumerate over all the possible models. The performance of genetic algorithm use can be measured by recording the percentage of solution space explored and the quality of the solution found.

Example 21

Exemplary Binary String Representation of Model Building Parameters

The solution and solution space can be encoded in a format such that genetic algorithms can be applied. A model building parameter can be transformed into a vector of binary variables in a form applicable to a metaheuristic search (e.g., as a stored digital chromosome). The classifier type, learning scheme, and control options to build a predictive model can be represented as a candidate solution for the metaheuristic search and the objective can be to efficiently explore the space of model building parameters and find a desirable (e.g., maximum accuracy) classifier. A candidate solution can be represented as a binary string of 0's and 1's. The size of a chromosome or a candidate solution can be set to any number of bits (e.g., ten or the like).

FIG. 16 shows a digital chromosome 1600 taking the form of a bit string. The chromosome 1600 is divided into ten genes (e.g., single bits) that can each encode a particular element of the candidate solution. As shown in FIG. 16, the first two bits of the chromosome 1600 are used to represent a classifier type.

There can be, for example, four classifier types: tree, Bayes, rules, and functions. In certain exemplary encoding schemes, if the first two bits of a chromosome are both 0 then they represent a tree classifier whereas if the first bit is 0 and the second bit is 1 then they represent a Bayes classifier. Rules and function classifiers can be represented by 10 and 11.

In the example, the next three bits of the chromosome 1600 are used to encode learning schemes within a classifier type. There are several learning schemes which fall under the category of tree based classifiers. For example, some of the decision tree inducing algorithms implemented in Weka are JRip, LMT, NBTree, Random Forests, Random Tree, and REPTree. Each of these tree building algorithms can be represented by a unique string of three bits. Similar logic can follow for other classifier types.

In the example, the last five bits of the chromosome 1600 represent tuning parameters for the various algorithms. For instance, some of the tuning parameters for the JRip algorithm can include setting the values for error rate, number of optimizations, value of minimal weights, and whether to use pruning or not. Changing the values of these parameters may result in different models thereby resulting in different classification accuracies.

FIG. 17 illustrates how a ten bit chromosome can be mapped to a predictive model building parameter. FIG. 17 shows how a chromosome starting with 00 is translated to a tree based classifier and how the next three bits translate to a specific algorithm within a classifier type. For instance, a binary string of 00000100101 represents a JRip classifier with binary splits, using sub-tree raising and Laplace, while setting the values of error-pruning and un-pruned off.

Example 22

Exemplary Genetic Algorithms

Genetic algorithms are typically modeled on the principles of evolution via natural selection and use a fitness function to
evaluate chromosomes. The reproductive success of chromosomes can vary with fitness. The method used for computing solution fitness is typically a key component of genetic algorithms. Based on the fitness of the population, the algorithm stochastically selects individuals from the population to produce offspring via genetic operators like mutation and crossover. The accuracy of a classifier can be used as a measure of fitness. Accuracy generally refers to the percentage of correct predictions made by a predictive model over a data set. It may indicate how accurate a model’s predictions are. Other metrics such as precision, recall, F-measures, and accuracy for each category can be used to judge the performance of a classifier. In certain implementations, the overall accuracy of a classifier can be the most significant measure of fitness.

Example 23

Exemplary Genetic Algorithm Selection

Genetic algorithms are generally based on the principle of survival of the fittest whereby a chromosome’s probability of being selected for the next phase is proportional to its fitness. There are several selection criteria that can be employed and the intention behind such selection criterion can be to improve the overall quality of the population. Some of the selection criteria can include proportionate selection, ranking selection, and tournament selection. A key concept is that selection criterion should be such that good solutions are more likely to survive. Selection criteria can be implemented as Java classes in the JGAP (Java Genetic Algorithms Package) tool. There are various other selection methods, such as the tournament selection method provided in the JGAP tool.

Example 24

Exemplary Roulette Wheel Selection Strategy

In a roulette wheel selection strategy, chromosomes can be allocated to a section on the wheel according to its fitness function. The fittest chromosome in the population can be assigned the largest area, whereas the worst chromosome may get the smallest area on the wheel. When the selection method is invoked, the wheel can be spun (e.g., a random number selected by software) and, when the wheel stops rotating, the chromosome pointing toward the roulette needle can be selected. The wheel can be spun each time the selection method is invoked. The underlying concept is that the chromosomes with higher fitness values occupying more area on the wheel have a higher statistical probability that that they will be selected.

Example 25

Exemplary Best Chromosome Selection

Another commonly used method is that of ranking. This can include a deterministic selection strategy where the chromosomes are first sorted based according to their fitness and then the top “n” chromosomes are chosen for the next phase. Unlike roulette wheel selection, this strategy generally does not consider all individuals for selection, but only those with a fitness value that is either higher than a given constant (also referred to as threshold selector) or if they are in the top fixed percentage of the population.

Example 26

Exemplary Crossover

Crossover in biological terms generally refers to the blending of chromosomes from the parents to generate new offspring chromosomes. Based on selection criteria, the genetic algorithm can select two chromosomes from the mating pool. Then, based on a crossover technique, splicing or crossover point(s) can be chosen in a chromosome. The two chromosomes can then be spliced and the spliced regions can be mixed to create two (e.g., potentially) new chromosomes. These child strings can inherit traits from their parents and can then be placed in the new population. In an exemplary single point crossover technique, parent genes can be swapped at one point along their length. Fixed and dynamic crossover rates can both be tested.

Example 27

Exemplary Mutation

Mutation is generally a genetic operator that can alter one or more gene values in a chromosome from an initial state, which can result in entirely new gene values being added to the gene pool. With these new gene values, the genetic algorithm may be able to arrive at a better solution than was previously possible and which is not represented in the current population. Mutation is an important part of the genetic search as it can help to prevent the population from stagnating at any local optima. A genetic algorithm can have a mutation probability ‘m’ that can dictate the frequency with which mutation occurs. For each string element in each string in the mating pool, the genetic algorithm can check to see if it should perform a mutation. If it should, it can randomly change the element value to a new one. In an exemplary representation of the binary strings, 1’s can be changed to 0’s and 0’s to 1’s. Mutation can be performed after a crossover operation. FIG. 18 provides an example of selection, crossover, and mutation applied to a population of chromosomes (e.g., each encoding certain predictive data mining model building parameters). Two binary strings (chromosomes 1802, 1804) from a population of chromosomes 1806 can be selected for crossover and mutation.

In the example, the first chromosome 1802 can encode a Random Forest learning scheme and the second chromosome 1804 can encode a Naïve Bayes learning scheme. The two chromosomes can be combined to produce a new chromosome 1808 that encodes a REPTree learning scheme. The new chromosome 1808 is then subjected to a mutation, resulting in an offspring chromosome 1810. In the example, the shaded cell 1812 in the offspring chromosome 1810 represents the gene that was mutated.

Example 28

Exemplary Implementations Using JGAP

In certain implementations (e.g., applying an evolutionary principle), JGAP (a genetic algorithm component written in the form of a Java package) can be used. JGAP can be used to provide Java APIs for performing genetic operators such as
selection, crossover, mutation, and their variants. The fitness function can be coded as a measure of accuracy of a classifier and the chromosomes can be defined as binary string of 0's and 1's. IGAP can be used to do all of the evolutionary work. Weka (a collection of machine learning algorithms implemented in Java) can be used for performing data mining tasks. Weka is. Weka APIs can be used to apply machine learning algorithms on sample datasets and can be invoked within Java code.

Example 29
Exemplary Advantageous Features

The process of building and selecting the best predictive data mining model for a particular dataset can be greatly simplified and optimized using the techniques described herein. Such tools and techniques can be used by a user (e.g., a business analyst) who may not be an expert in the use of data mining algorithms for building predictive models.

Building a predictive data mining model is typically a time consuming and iterative process that requires significant background in various mining algorithms. The tools and techniques described herein can be used, for example, by an analyst who has an understanding of the business problem, but is not necessarily familiar with mining algorithms. Models can be chosen and evaluated by software; the best model out of those chosen can be selected.

Example 30
Exemplary Alternative Applications

Various genetic algorithm parameters can be tuned to affect performance gains. Another possibility is to add one more dimension to the search space. Along with the classifier types, learning scheme and control options, the dimension of finding the best subset of attributes or features from a dataset using search techniques can be included.

Example 31
Exemplary Problem Domains

The techniques described herein can be applied to a variety of problem domains. For example, applications to the field of medicine (e.g., predicting a medical condition, disease or outcome), weather prediction, insurance (e.g., predicting an accident rate or claim value), retail (e.g., predicting the likelihood of a customer buying a certain product), banking (e.g., predicting the probability of a customer defaulting a loan), human resource management (e.g., predicting employee turnover or attrition), agriculture (e.g., classifying crop sample into pre-defined categories based on attributes), manufacturing (e.g., predicting the probability of a certain defect occurring in a product such as an air-conditioning system in an automobile) or like can be implemented.

Example 32
Exemplary Users

In any of the examples herein, a user can be any person interacting with the system via, for example, a human-computer interface.

Example 33
Exemplary Tuning Parameters and Default Values for a Decision Tree Predictive Data Mining Model Template

Listed below in Table 1 are exemplary tuning parameters and default values for a decision tree predictive data mining model template.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
<th>Default Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADTree</td>
<td>numOfBoostingIterations</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>randomSeed</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>saveInstanceData</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>searchPath</td>
<td>Expand all paths</td>
</tr>
<tr>
<td>DecisionStump</td>
<td>ID3</td>
<td></td>
</tr>
<tr>
<td>J48</td>
<td>binarySplits</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>confidenceFactor</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>minNumObj</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>numFolds</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>reduceErrorPruning</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>saveInstanceData</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>seed</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>subTreeRaising</td>
<td>True</td>
</tr>
<tr>
<td></td>
<td>unpunished</td>
<td>False</td>
</tr>
<tr>
<td>LMT</td>
<td>use1placese</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>convertNominal</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>errorOnProbabilities</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>fastRegression</td>
<td>True</td>
</tr>
<tr>
<td></td>
<td>minNumInstances</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>numBoostingIterations</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>splitOnResiduals</td>
<td>False</td>
</tr>
<tr>
<td>M5P</td>
<td>buildRegressionTree</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>minNumInstances</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>saveInstances</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>unpunished</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>useUnsmoothed</td>
<td>False</td>
</tr>
<tr>
<td>NBTree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RandomForest</td>
<td>numFeatures</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>numTrees</td>
<td>10</td>
</tr>
<tr>
<td>RandomTree</td>
<td>KValue</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>minNum</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>seed</td>
<td>1</td>
</tr>
<tr>
<td>REPTree</td>
<td>maxDepth</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>minNum</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>minVarianceProp</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>noPruning</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>numFolds</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>seed</td>
<td>1</td>
</tr>
</tbody>
</table>

UserClassifier — —
Example 34

Exemplary Learning Scheme and Control Options for a Rule Classifier Predictive Data Mining Model Template

Listed below in Table 2 are exemplary learning schemes and control options for a rule classifier predictive data mining model template.

<table>
<thead>
<tr>
<th>Learning Scheme</th>
<th>Control Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConjointiveRule</td>
<td>MinNo</td>
</tr>
<tr>
<td>DecisionTable</td>
<td>Exclusive</td>
</tr>
<tr>
<td>JRip</td>
<td>MaxState</td>
</tr>
<tr>
<td></td>
<td>UseDk</td>
</tr>
<tr>
<td></td>
<td>UsePruning</td>
</tr>
<tr>
<td></td>
<td>Optimizations</td>
</tr>
<tr>
<td></td>
<td>CheckErrorRate</td>
</tr>
</tbody>
</table>

Example 35

Exemplary Predictive Accuracies for Certain Predictive Data Mining Model Templates

Listed below in Table 3 are exemplary predictive accuracies for certain predictive data mining model templates for a particular set of historical data.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AODE</td>
<td>91.3194</td>
</tr>
<tr>
<td>BayesNet</td>
<td>86.0532</td>
</tr>
<tr>
<td>ComplementNaiveBayes</td>
<td>—</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>86.0532</td>
</tr>
<tr>
<td>NaiveBayesSimple</td>
<td>86.0532</td>
</tr>
<tr>
<td>NaiveBayesUpdateTable</td>
<td>86.0532</td>
</tr>
</tbody>
</table>

Functions

<table>
<thead>
<tr>
<th>Function</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeastMedSq</td>
<td>—</td>
</tr>
<tr>
<td>LinearRegression</td>
<td>—</td>
</tr>
<tr>
<td>Logistic</td>
<td>93.3449</td>
</tr>
<tr>
<td>MultilayerPerceptron</td>
<td>98.6690</td>
</tr>
<tr>
<td>PriceRegression</td>
<td>—</td>
</tr>
<tr>
<td>RBFNetwork</td>
<td>87.7894</td>
</tr>
<tr>
<td>SimpleLinearRegression</td>
<td>—</td>
</tr>
<tr>
<td>SimpleLogistic</td>
<td>93.0556</td>
</tr>
<tr>
<td>SMO</td>
<td>93.0556</td>
</tr>
<tr>
<td>SOMreg</td>
<td>—</td>
</tr>
<tr>
<td>VotedPerceptron</td>
<td>—</td>
</tr>
<tr>
<td>Winnow</td>
<td>—</td>
</tr>
</tbody>
</table>

Lazy

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>IB1</td>
<td>77.3148</td>
</tr>
<tr>
<td>IBk</td>
<td>92.2454</td>
</tr>
<tr>
<td>KStar</td>
<td>88.0787</td>
</tr>
<tr>
<td>LBR</td>
<td>92.8241</td>
</tr>
<tr>
<td>LWL</td>
<td>70.0231</td>
</tr>
</tbody>
</table>

Meta

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoostM1</td>
<td>70.0231</td>
</tr>
<tr>
<td>AdditiveRegression</td>
<td>—</td>
</tr>
<tr>
<td>AttributeSelectedClassifier</td>
<td>90.9722</td>
</tr>
<tr>
<td>Bagging</td>
<td>90.8565</td>
</tr>
<tr>
<td>ClassificationViaRegression</td>
<td>95.5440</td>
</tr>
<tr>
<td>CostSensitiveClassifier</td>
<td>—</td>
</tr>
<tr>
<td>CVParameterSelection</td>
<td>70.0231</td>
</tr>
</tbody>
</table>

Example 36

Exemplary Computing Environment

FIG. 19 illustrates a generalized example of a suitable computing environment 1900 in which the described techniques can be implemented. For example, computing devices (e.g., physical machines) described herein can be configured as shown in the environment 1900. The computing environment 1900 is not intended to suggest any limitation as to scope of use or functionality, as the technologies can be implemented in diverse general-purpose or special-purpose computing environments. Mobile computing devices can similarly be considered a computing environment and can include computer-readable media. A mainframe environment can be different from that shown, but can also implement the technologies and can also have computer-readable media one or more processors, and the like.

With reference to FIG. 19, the computing environment 1900 includes at least one processing unit 1910 and memory 1920. In FIG. 19, this basic configuration 1930 is included within a dashed line. The processing unit 1910 executes computer-executable instructions and can be a real or a virtual processor. In a multi-processing system, multiple processing units execute computer-executable instructions to increase processing power. The memory 1920 can be volatile memory (e.g., registers, cache, RAM), non-volatile memory (e.g.,
Methods in Computer-Readable Media

Any of the methods described herein can be implemented by computer-executable instructions in one or more computer-readable media (e.g., computer-readable storage media, other tangible media, or the like). Such computer-executable instructions can cause a computer to perform the described method.

Alternatives

The technologies from any example can be combined with the technologies described in any one or more of the other examples. In view of the many possible embodiments to which the principles of the disclosed technology may be applied, it should be recognized that the illustrated embodiments are examples of the disclosed technology and should not be taken as a limitation on the scope of the disclosed technology. Rather, the scope of the disclosed technology includes what is covered by the following claims. I therefore claim as my invention all that comes within the scope and spirit of these claims.

1 claim:

1. A computer-implemented method comprising:
   - receiving a set of candidate predictive data mining model templates;
   - repeatedly transforming the set of candidate predictive data mining model templates, wherein the transforming comprises building predictive data mining models based on templates in the set and historical data, scoring the predictive data mining models based on test data and an objective function, and choosing, by software, based on the scoring, additional candidate predictive data mining model templates for inclusion in the set based on scoring results;
   - building and scoring additional predictive data mining models based on the additional candidate predictive data mining model templates; and
   - storing an indication of a candidate predictive data mining model template for which a built and scored predictive data mining model meets the objective function; wherein at least one of the set of candidate predictive data mining model templates is represented at least in part by a stored digital chromosome according to a genetic algorithm; and
   - transforming the set of candidate predictive data mining model templates comprises selecting a chromosome via a roulette wheel chromosome selection strategy.

2. The computer-implemented method of claim 1 wherein:
   - building a predictive data mining model for a respective template comprises building a predictive data mining model having characteristics indicated by the stored digital chromosome for the respective template; and
   - the transforming comprises applying the genetic algorithm.

3. The computer-implemented method of claim 2 wherein:
   - at least one stored digital chromosome comprises an indication of one of a plurality of predictive data mining modeling classifier types; and
   - building a predictive data mining model for a respective template comprises building a predictive data mining model of a classifier type indicated by the stored digital chromosome for the respective template.

4. The computer-implemented method of claim 2 wherein:
   - at least one stored digital chromosome comprises an indication of one of a plurality of predictive data mining modeling learning schemes; and
   - building a predictive data mining model for a respective template comprises building a predictive data mining model having characteristics indicated by the stored digital chromosome for the respective template.
building a predictive data mining model for a respective template comprises building a predictive data mining model via a learning scheme indicated by the stored digital chromosome for the respective template.

5. The computer-implemented method of claim 2 wherein the method further comprises:
performing a chromosome crossover function for at least two chromosomes representing different predictive data mining model templates, whereby a third chromosome is generated representing a third predictive data mining model template.

6. The computer-implemented method of claim 2 wherein the method further comprises:
performing a chromosome mutation function for at least one chromosome representing a predictive data mining model template.

7. The computer-implemented method of claim 1 wherein the transforming comprises:
applying a genetic algorithm to the set of candidate predictive data mining model templates in light of how well respective models built therefrom meet the objective function.

8. The computer-implemented method of claim 7 wherein: predictive data mining model templates are represented by respective stored digital chromosomes.

9. The computer-implemented method of claim 1 wherein: the stored digital chromosome comprises a parameter designating a predictive data mining classification method selected from a set of predictive data mining classification methods.

10. The computer-implemented method of claim 1 wherein:
the stored digital chromosome comprises a parameter designating a predictive data mining learning scheme selected from a set of predictive data mining learning schemes.

11. The computer-implemented method of claim 10 wherein the predictive data mining learning scheme indicated comprises a decision tree predictive data mining learning scheme or a J48 decision tree predictive data mining learning scheme.

12. The computer-implemented method of claim 1 wherein:
the stored digital chromosome comprises a parameter designating a predictive data mining modeling learning scheme control option selected from a set of predictive data mining modeling learning scheme control options.

13. The computer-implemented method of claim 12 wherein:
the predictive data mining modeling learning scheme control option represented comprises a binary split predictive data mining modeling learning scheme control option.

14. The computer-implemented method of claim 13 wherein the stored digital chromosome further comprises a parameter designating a pruning predictive data mining modeling learning scheme control option.

15. The computer-implemented method of claim 1 further comprising:
storing the stored digital chromosome on one or more computer-readable media, wherein the stored digital chromosome comprises:
a first field indicating a classifier type of an associated predictive data mining model;
a second field indicating a learning scheme of the associated predictive data mining model; and

a third field indicating control options for the associated predictive data mining model.

16. One or more computer-readable non-transitory media comprising computer-executable instructions causing a computer to perform a computer-implemented method comprising:
receiving a set of candidate predictive data mining model templates;
repeatedly transforming the set of candidate predictive data mining model templates, wherein the transforming comprises building predictive data mining models based on templates in the set and historical data, scoring the predictive data mining models based on test data and an objective function, and choosing, by software, based on the scoring, additional candidate predictive data mining model templates for inclusion in the set based on scoring results;
building and scoring additional predictive data mining models based on the additional candidate predictive data mining model templates; and
storing an indication of a candidate predictive data mining model template for which a built and scored predictive data mining model best meets the objective function;
wherein at least one of the set of candidate predictive data mining model templates is represented at least in part by a stored digital chromosome according to a genetic algorithm; and
transforming the set of candidate predictive data mining model templates comprises selecting a chromosome via a roulette wheel chromosome selection strategy.

17. The one or more computer-readable media of claim 16 wherein the transforming comprises:
applying a genetic algorithm to the set of candidate predictive data mining model templates in light of how well respective models built therefrom meet the objective function.

18. The one or more computer-readable media of claim 17 wherein transforming the set of candidate predictive data mining model templates comprises performing a chromosome crossover function and a chromosome mutation function.

19. The one or more computer-readable media of claim 17 wherein transforming the set of candidate predictive data mining model templates comprises selecting a chromosome via a deterministic chromosome selection strategy based on a fitness ranking.

20. The one or more computer-readable media of claim 16 further comprising outputting the predictive data mining model best meeting the objective function.

21. A computer system comprising:
one or more processors; and
memory coupled to the one or more processors, wherein the memory has encoded therein computer-executable instructions causing the one or more processors to perform a computer-implemented method comprising:
receiving a set of candidate predictive data mining model templates;
repeatedly transforming the set of candidate predictive data mining model templates, wherein the transforming comprises building predictive data mining models based on templates in the set and historical data, scoring the predictive data mining models based on test data and an objective function, and choosing, by software, based on the scoring, additional candidate predictive data mining
model templates for inclusion in the set based on scoring results; building and scoring additional predictive data mining models based on the additional candidate predictive data mining model templates; and storing an indication of a candidate predictive data mining model template for which a built and scored predictive data mining model best meets the objective function; wherein at least one of the set of predictive data mining model templates is represented at least in part by a stored digital chromosome according to a genetic algorithm; and transforming the set of candidate predictive data mining model templates comprises selecting a chromosome via a roulette wheel chromosome selection strategy.
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